Congruent Embodied Representations for Visually Presented Actions and Linguistic Phrases Describing Actions
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Summary

The thesis of embodied semantics holds that conceptual representations accessed during linguistic processing are, in part, equivalent to the sensory-motor representations required for the enactment of the concepts described [1–6]. Here, using fMRI, we tested the hypothesis that areas in human premotor cortex that respond both to the execution and observation of actions—mirror neuron areas [7–18]—are key neural structures in these processes. Participants observed actions and read phrases relating to foot, hand, or mouth actions. In the premotor cortex of the left hemisphere, a clear congruence was found between effector-specific activations of visually presented actions and of actions described by literal phrases. These results suggest a key role of mirror neuron areas in the re-enactment of sensory-motor representations during conceptual processing of actions invoked by linguistic stimuli.

Results

Subjects (n = 12) were scanned with fMRI while viewing actions performed by the mouth, the hand, or the foot, and reading literal and metaphorical sentences relating to the mouth, the hand, or the foot. Areas activated during action observation (averaged across the three effectors) as compared to the resting baseline, and reading (averaged across literal and metaphorical sentences and across the three effectors) as compared to rest, are depicted in Figure 1 and Table S1 in the Supplemental Data available online. Both tasks activated extensive subcortical and cortical visual areas. For action observation, these activations extended well into the dorsal visual stream and there were also bilateral activations in ventral premotor cortex. For language, there was a large area of activation in the left inferior frontal gyrus (IFG) (pars opercularis, triangularis, and orbitalis) extending into premotor cortex in the precentral gyrus, and a smaller activation in the right IFG centered in the pars opercularis.

Next we examined areas activated by observation of each of the three effectors (Figure 2A and Table S2). Observation of all three effectors was associated with bilateral activations in ventral premotor cortex. A more dorsal sector of ventral premotor cortex was activated (marginally) only by observation of hand actions (p = 0.069). Thus, within the ventral premotor cortex, responses strongest for the mouth were located ventrally, whereas responses strongest for the hand were located more dorsally. This relative arrangement, with hand dorsal to mouth, is consistent with previously described action observation maps [15, 19].

Because in this last analysis we compared activation of each effector against rest, its significance could have been a reflection of less noise in one condition as compared to the others, rather than an actual signal increase. To control for this possibility, a region-of-interest (ROI) analysis was carried out to examine signal change in the two potentially effector-specific regions in left ventral premotor cortex (Figure 2B). As expected, the more dorsal region responded most strongly to observation of the hand, and the more ventral region responded most strongly to observation of the mouth. The interaction between region and observed effector was significant [F(1, 11) = 40.72, p < 0.0001]. Note that both regions do in fact respond above baseline to observation of actions with all effectors, including the foot.

To identify possible congruence between premotor activations for action observation and phrase reading for each effector, we carried out an individual subjects analysis. For each subject, the most responsive premotor voxels in each of the three observation conditions were identified. Then we plotted the spatial locations of these peak voxels (Figure 3) and examined linguistic responses in observation-defined peak voxels.

Responses to reading of literal phrases, as well as action observation, in voxels defined by peak responses to action observation (VOI) are depicted in Figure 4. Crucially, for literal phrases, there was a significant interaction of VOI by phrase effector [F(4, 8) = 5.20, p = 0.023] in the left hemisphere (Figure 4A). Each of the three pairwise interactions was significant or marginally significant (foot versus hand: p = 0.013; foot versus mouth: p = 0.081; hand versus mouth: p = 0.061; all two-tailed). This indicates that each VOI responded most to phrases relating to the effector for which it was defined based on action observation, and constitutes evidence for congruence between representations of visually presented actions and semantic representations of actions derived from linguistic phrases.

In the right hemisphere, the interaction of VOI by phrase effector was not significant [F(4, 8) = 1.24, p = 0.37]
Several researchers have proposed that metaphorical sentences may rely upon embodied representations [1, 4]. For metaphorical sentences, the interaction was not significant in either the left \( F(4, 8) = 0.15, p = 0.96 \) or the right \( F(4, 8) = 0.95, p = 0.48 \) hemisphere. However, the negative results regarding metaphorical sentences should be interpreted with caution due to methodological considerations (see Figure S1).

Not surprisingly, voxels defined by action observation were most responsive during observation of their particular effector in both the left \( F(4, 8) = 35.93, p < 0.0001 \) \( \text{(Figure 4C)} \) and right \( F(4, 8) = 17.93, p = 0.0005 \) \( \text{(Figure 4D)} \) hemispheres. All relevant pairwise comparisons were significant. This confirms that although these peaks were identified based on contrasts against rest, each set of peaks is...
in fact most responsive to the effector on the basis of which it was identified.

Finally, we compared areas activated by reading literal and metaphorical phrases. The pars orbitalis of the IFG was significantly more activated for metaphorical sentences (peak: $-48, 18, -16$; cluster $p = 0.0054$); the only other significantly activated region in this contrast was a visual area close to visual motion area MT (peak = $44, -82, 16$; cluster $p < 0.0001$). The relatively greater activation in the left pars orbitalis of the IFG (BA 47) is consistent with other recent fMRI studies [20, 21]. This portion of the IFG is thought to be involved with semantic processing [22, 23] and may thus play an important role in metaphor comprehension.

Figure 4. Signal Change for Reading Literal Phrases in ROIs Defined by Action Observation
(A) Signal change in the left premotor cortex for reading literal phrases concerning each effector, in peak voxels for action observation defined individually for each subject. Note that the interaction of voxel by effector was significant: these peak voxels show the same effector specificity for linguistic phrases that they do for action observation.
(B) As for (A) but for the right hemisphere. There was no significant interaction.
(C) Signal change in the left premotor cortex for action observation. Note that as expected, each set of peak voxels responds most strongly to the effector on the basis of which it was identified.
(D) As for (C) but in the right hemisphere.

All error bars in this figure represent SEM.
Discussion

The main aim of the present study was to determine whether phrases describing actions made with different effectors (hand, mouth, and leg) would activate those sectors of the agranular frontal cortex (motor and premotor areas) that are active when an individual observes actions made by others with the same effectors. Congruence between the cortical sectors activated by observing actions and by their verbal descriptions provides evidence for an involvement of premotor areas with mirror neuron properties in re-enactment of sensory-motor representations during conceptual processing of linguistic phrases describing actions.

These results are consistent with two previous studies reporting separate representations of linguistic stimuli differing for their action content in premotor cortex [24, 26]. These studies, however, did not compare activity related to linguistic stimuli with activity related to action observation. Nor has linguistic action representations been investigated at a subject-by-subject level.

The direct comparison of premotor representations of action concepts derived through observation and language is important because it suggests that language makes use of the same embodied representations that are thought to be involved in social cognition of the actions and intentions of others [26, 27]. The communication of concepts from the mind of one speaker to the mind of another could be accomplished with great immediacy if language utilizes the same neural representations of a concept that would be activated by direct experience of the same concept.

When investigating shared activations for action observation and action sentences in premotor cortex, it is necessary to consider the possible intermediation of motor imagery in facilitating shared activations. However, it is likely that the current data reflect direct activation of action representations in the premotor cortex during the reading of action phrases, rather than indirect activation due to the production of motor imagery. First, congruent maps for action observation and language were observed only in the left hemisphere. If these results were produced by motor imagery, congruent maps should have occurred in both hemispheres. In fact, motor imagery of the mouth and foot movements are known to activate the premotor cortex bilaterally [28–30]. Second, participants were given the language task prior to the action observation task. Although this obviously does not preclude motor imagery, it does avoid having participants read phrases relating to actions they have just observed, which might facilitate imagery.

Similarly, it is unlikely that our effects are due to covert speech during action observation. During action observation, premotor areas are activated bilaterally. Should the premotor activation during action observation been simply an effect of covert speech, we would have expected predominantly left-lateralized premotor activation as was observed in the reading conditions. Previous research has also argued against a role for covert speech in explaining activations in premotor cortex during action observation or during language comprehension [31].

In sum, these results support a key role of premotor areas with mirror neuron properties for embodied semantic representations of actions, whether they are derived through visual or linguistic modalities.

Experimental Procedures

Participants

Twelve healthy right-handed volunteers (four men, eight women; mean age = 24; range = 20–37) participated in the study. All participants gave informed consent and the study was approved by the UCLA institutional review board. Handedness was determined by a modified Oldfield handedness questionnaire [32]. All participants had normal or corrected-to-normal vision. Prior to scanning, participants completed a screening questionnaire to exclude participants on medication, with a history of neurological or psychiatric disorders, substance abuse, and other medical conditions.

Stimuli and design

There were three functional runs: linguistic phrases were presented in the first two runs, and videos of actions in the third run. This order was maintained across subjects in order to minimize motor imagery while reading the action phrases. Each run was 6 min and 32 s long and began with 8 s of rest followed by 12 blocks of 20 s. Each block was followed by 12 s of rest in which a gray screen was presented. Participants were instructed simply to read the phrases or to watch the videos. After the scan, they were asked to recall the phrases and videos presented. All participants were able to adequately report the presented stimuli. The order of the blocks in each run was random and varied across participants.

There were six kinds of language blocks obtained by crossing three effectors (mouth, hand, and foot) by two sentence types (literal and metaphorical). Examples of the phrases included: mouth/literal (e.g., “biting the peach,” “biting the banana”); hand/literal (e.g., “grasping the scissors,” “grasping the pen”); foot/literal (e.g., “pressing the piano pedal,” “pressing the car brake”); mouth/metaphorical (e.g., “biting off more than you can chew,” “chewing over the details”); hand/metaphorical (e.g., “grasping the idea,” “handling the truth”); and foot/metaphorical (e.g., “kicking off the year,” “time is running”). There were five sentences in each condition. Each block consisted of ten sentences (thus the five phrases were repeated twice each) displayed for 1.5 s each, with 0.5 s between phrases. Therefore, the total data for each condition consisted of 40 sentences (five sentences, which were read eight times each: two repetitions per block, by two blocks per run, by two runs).

In the action observation run, there were three kinds of blocks containing videos of mouth, hand, or foot actions. There were five videos in each condition. The mouth videos showed a side-on view of the mouth of an actor (including nose and chin) biting five different fruits (e.g., peach, banana). The hand videos showed a hand reaching for and grasping five different objects (e.g., scissors, pen). The foot videos showed the foot (and lower leg) of an actor pressing on various objects (e.g., piano pedal, car brake). Each video lasted for 1.5 s and there were 0.5 s between videos.

Image acquisition

Images were acquired using a Siemens Allegra 3 T MRI scanner. Each of the three functional runs (TR = 2.0 s; TE = 25 ms; flip angle = 90°; 36 axial slices with interleaved acquisition; 3 × 3 × 4 mm resolution; 1 mm gap; field of view = 192 × 192 × 144 mm) comprised 196 volumes, of which the first two were discarded to allow the signal to reach steady state.

Before the functional runs, T2-weighted coplanar images were acquired (TR = 5000; TE = 33; flip angle = 90°; 36 axial slices; 1.5 × 1.5 × 4 mm resolution; 1 mm gap), and after the functional run, we acquired an MPGRAGE sequence (TR = 2300, TE = 2.93, flip angle = 8°; 160 sagittal slices; 1.33 × 1.33 × 1.5 mm resolution).

Image analysis

The fMRI data were preprocessed using tools from FSL (FMRI’s Software Library, www.fmrib.ox.ac.uk/fsl). Skull stripping was performed with BET [33]. Motion correction was carried out with MCFLIRT [34, 35]. The data were smoothed with a Gaussian kernel (8 mm FWHM) and mean signal intensity was normalized across subjects using the program IP.
Statistical analysis was performed with the FMRISTAT toolbox [36]. There was a separate explanatory variable for each of the six (runs 1 and 2) or three (run 3) conditions. These design matrices were convolved with a hemodynamic response function modeled as a difference of two $\gamma$ functions. Temporal drift was removed by adding a cubic spline in the frame times to the design matrix (one co-variate per 2 min of scan time), and spatial drift was removed by adding a covariate in the whole volume average. Autocorrelation parameters were estimated at each voxel and used to whiten the data and design matrix. The first two functional runs, which contained the same types of blocks, were combined with a fixed effects model.

Registration was performed with the FSL tool FLIRT. For each subject, functional images were aligned to high-resolution coplanar images using an affine transformation with six degrees of freedom. High-resolution coplanar images were in turn aligned to MPRAGE images, with an affine transformation with six degrees of freedom. Finally, MPRAGE images were aligned to the standard MNI average of 152 brains using an affine transformation with 12 degrees of freedom.

**Group Analysis**

Group analysis was performed with FMRISTAT with a mixed effects (also known as random effects) linear model. Standard deviations from individual subject analyses were passed up to the group level. The resulting t statistic images were thresholded at $t > 3.106$ (df = 11, $p < 0.005$ uncorrected) at the voxel level, with a minimum cluster size then applied so that only clusters significant at $p < 0.05$ (corrected based on Gaussian random field theory) were reported. For action observation of each particular effector, reduced minimum cluster sizes were required for the cluster which was closest to the a priori region of interest of the posterior inferior frontal gyrus (pars opercularis), according to the method described in [37]. In order to display multiple activation maps simultaneously, we used a custom MATLAB program to display outlines of significant clusters on a high-resolution single subject T1 image [38].

**Individual Subject Analysis**

The region-of-interest (ROI) analysis in Figure 2B was carried out using MATLAB by defining ROIs based on premotor areas responsive to action observation of the mouth or hand at the threshold described above and then determining mean percent signal change across the ROI for each effector.

In the final analysis, we found the most responsive premotor voxels in each hemisphere of each subject for each of the three action observation conditions (foot, hand, mouth). For the purpose of identifying “premotor” voxels, we defined premotor cortex functionally as the region activated at low threshold ($t > 1.796$, $p < 0.05$ corrected) by observation of all actions versus rest in the group data, dilated by 12 mm. This area roughly encompassed the precentral gyrus and the posterior parts of the inferior and middle frontal gyri. We then plotted the mean locations of these peak voxels across subjects (Figure 3) and used repeated-measures ANOVAs to compare responses to action observation and linguistic phrases in these voxels to determine whether signal change was dependent on effector (Figure 4).

**Supplemental data**

Supplemental data include two tables and one figure and are available with this article online at http://www.current-biology.com/cgi/content/full/16/18/398/DC1/.
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