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Abstract We used functional magnetic resonance imag-

ing (fMRI) to investigate the neural systems responding to

the sight and to the sound of an action. Subjects saw a

video of paper tearing in silence (V), heard the sound of

paper tearing (A), and saw and heard the action simulta-

neously (A + V). Compared to a non-action control stim-

ulus, we found that hearing action sounds (A) activated the

anterior inferior frontal gyrus and middle frontal gyrus in

addition to primary auditory cortex. The anterior inferior

frontal gyrus, which is known to be activated by environ-

mental sounds, also seems to be involved in recognizing

actions by sound. Consistent with previous research, seeing

an action video (V) compared with seeing a non-action

video activated the premotor cortex, intraparietal cortex,

and the pars opercularis of the inferior frontal gyrus. An

A + V facilitation effect was found in the ventral premotor

cortex on the border of areas 44, 6, 3a, and 3b for the action

stimuli but not for the control stimuli. This region may be

involved in integrating multimodal information about ac-

tions. These data provide evidence that the ventral pre-

motor cortex may provide an action representation that

abstracts across both agency (self and other) and sensory

modality (hearing and seeing). This function may be an

important precursor of language functions.

Introduction

There is growing evidence that the primate motor system

plays an important role in action recognition. Mirror neu-

rons, first discovered in area F5 of the monkey premotor

cortex, are active during both execution and observation of

a goal-directed action (Gallese et al. 1996; Rizzolatti et al.

1996). Imaging studies in humans have found activations

throughout premotor cortex, Broca’s area, and the intra-

parietal region during action observation (Buccino et al.

2001; Grezes et al. 2003; Grezes and Decety 2001; Iaco-

boni et al. 1999; Kohler et al. 2002; Koski et al. 2002;

Molnar-Szakacs et al. 2005; see Rizzolatti and Craighero

2004 for review; Schubotz and von Cramon 2003). Since

activity in this mirror neuron system seems to be agent-

independent, it may provide an abstract representation that

allows matching between self and other.

The mirror neuron system may be essential for pre-

dicting the goals and future actions of others. When we

observe someone acting, the resulting activation of our own

motor programs may also recruit circuitry for the motiva-

tions and goals that normally produce those actions.

Blakemore and Frith (2005) for example, have argued that

motor simulation facilitates our ability to predict the ac-

tions of others—when you are in someone’s shoes, you

know what they are going to do next. Once we frame an

action in motor terms, we have at our disposal the

sophisticated prediction mechanisms embedded in our

motor system (Wolpert et al. 2003). In fact, we have shown

that some mirror neurons in the inferior frontal gyrus are

sensitive to contextual cues that suggest a specific intention

(Iacoboni et al. 2005; Kaplan and Iacoboni 2006).

We are able to recognize actions not only by seeing

them, but also by hearing them. For example, we can easily

recognize the sound of footsteps coming toward us or a
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hand knocking on a door without seeing these actions.

Recently, a subset of mirror neurons in monkey premotor

cortex was shown to respond to auditory as well as visual

stimuli (Keysers et al. 2003; Kohler et al. 2002). These

‘‘audiovisual mirror neurons’’ are able to recognize an

action either by hearing it or by seeing it. For example,

Kohler et al. (2002) found neurons that were responsive to

the sound of a peanut being crushed or to paper tearing, but

were not responsive to non-action sounds. Most of these

neurons increased in activity when the monkey saw an

action (V), when it heard an action (A) or when it heard

and saw an action (A + V), but a smaller set of neurons

was selective either for V or for A. Keysers et al. (2003)

further explored multimodal interactions in these neurons,

and described three types of responses. Of the 22 neurons

tested, 11 of them showed the same amount of response to

the multimodal condition (A + V) as they did to the uni-

modal conditions. A set of eight neurons showed an addi-

tive property, such that the A + V condition was

significantly stronger in activating the neuron compared

with A or V alone. These neurons seem to be doing some

kind of multimodal integration. The remaining three cells

responded most strongly to the sound alone. Most of the

audiovisual neurons, then, do not care about the modality

of the stimulus, but some of them are able to integrate

audio and visual information. The action representation in

these neurons is special because it is abstracted across two

dimensions: agency and sensory modality.

There is now growing evidence that hearing an action

can activate motor cortex in humans as well as monkeys.

It has been known for some time that human premotor

cortex can respond to auditory stimuli. For example,

Schubotz et al. (2003) found responses in premotor cortex

to auditory pattern recognition, and Wilson et al. (2004)

found premotor activations while listening to speech

sounds. Direct evidence for a role of the human motor

cortex in action recognition first came from transcranial

magnetic stimulation (TMS) studies on motor facilitation.

Aziz-Zadeh et al. (2004) showed increased motor excit-

ability in primary motor cortex when listening to action

sounds. In a repetition priming paradigm, Pizzamiglio

et al. (2005) found that a positive-going ERP component

was modulated by action sounds but not by non-action

sounds. Source localization revealed two likely sources,

one in the superior temporal sulcus (STS) and one in the

left premotor cortex. Premotor cortex response to sound

appears to depend upon the degree to which an action is

associated with that sound. Lahav et al. (2007) trained

subjects to produce musical sequences by pressing keys,

then acquired fMRI data while subjects listened to musi-

cal segments they could produce in addition to novel se-

quences. Listening to producible sequences led to greater

activations throughout the mirror neuron system, includ-

ing the inferior frontal gyrus, premotor areas, and the

inferior parietal lobe. Gazzola et al. (2006) also used

fMRI to measure brain activity while subjects heard ac-

tion sounds, and while they produced similar actions.

They found a network of brain regions were active in both

conditions, including the inferior frontal gryus, Brod-

mann’s Area 6, and the STS. These studies confirm that

motor networks are recruited during the processing of

auditory stimuli that are action-related.

One of the key features of action sounds is that they

tend to occur simultaneously with the action that pro-

duces them. The association between the visual and

auditory information may be key in the development of

auditory-motor associations. The present experiment uses

functional magnetic resonance imaging (fMRI) to inves-

tigate the visual and auditory responses of the human

motor circuitry with particular attention to how the two

modalities interact. Subjects in this experiment saw a

visual (V), auditory (A), or multimodal (A + V) stimulus

of a paper tearing action or a non-action control. We

chose to use a single action, paper tearing, for several

reasons. First, it is one of the actions that was used in

the monkey experiments on auditory-visual mirror neu-

rons so it is known to evoke activity in these neurons in

monkeys. Second, it has an easily recognizable sound

which has been shown to increase TMS-induced motor

evoked potentials in humans (Aziz-Zadeh et al. 2004).

Finally, it is a bimanual action, so any lateralized brain

activations can’t be attributed to the hand performing the

action. This is especially important in light of the con-

siderations that link multimodality with language (Gal-

lese and Lakoff 2005).

Materials and methods

Subjects

Ten right-handed subjects [five females, five males, mean

age: 25 + (–5.2)] were recruited and compensated for their

participation. Subjects gave informed consent according to

the guidelines of the UCLA Institutional Review Board.

All participants were screened to rule out medication use,

head trauma, history of neurological or psychiatric disor-

ders, substance abuse, or other serious medical conditions.

Image acquisition

Images were acquired using a Siemens Allegra 3.0 T MRI

scanner. Two sets of high-resolution anatomical images

were acquired for registration purposes. We acquired an

MP-RAGE (TR = 2,300, TE = 2.93, flip angle = 8�) with

160 sagittal slices, each 1 mm thick with 0.5 mm gap and
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1.33 mm · 1.33 mm in-plane resolution. We also acquired

a T2-weighted co-planar image (TR = 5,000, TE = 33, flip

angle = 90�) with 36 transverse slices covering the whole

brain, each 3 mm thick with 1 mm gap, a 128 · 128 matrix

and an in-plane resolution of 1.5 mm · 1.5 mm.

Each functional run involved the acquisition of 186

BOLD-weighted echo-planar volumes (TR = 2,000,

TE = 25, flip angle = 90�), each with 36 transverse slices,

3 mm thick, 1 mm gap, and a 64 · 64 matrix yielding an

in-plane resolution of 3 mm · 3 mm. A functional run

lasted 6 min and 12 s, and each subject completed three

functional runs.

Stimuli and task

Two videos were created for the experiment. The first, the

Action Clip, was a color view of two female hands tearing a

piece of paper into smaller and smaller pieces (see Fig. 1).

The clip lasted 8 s, and was accompanied by the actual

audio recorded with the video at 44 kHz. The second vi-

deo, the Control Clip, consisted of an animation of a brown

box on a gray background. The box moved up and down on

the screen, and the movements of the box were matched

with the video of the paper tearing so that each made the

same number of movements with the same temporal pat-

tern. The animation was accompanied by a soundtrack

which consisted of a 1,000 kHz tone temporally paired

with each movement the box made. The two audio tracks

were equated for loudness matching their average RMS

power, but due to the nature of the two sounds differed in

their spectral frequency profile.

Each clip was presented with the video component alone

(V), the audio component alone (A), or the video and audio

together (A + V). When the audio component was played

alone a fixation cross remained on the screen. Each func-

tional run began with 12 s of rest, in which only a fixation

cross appeared on the screen, followed by the stimuli in

random order separated by 12 s rest periods. Each of the

six stimuli was presented three times in each block in

randomized order.

Data processing and statistical analysis

Analysis was carried out using FEAT (FMRI Expert

Analysis Tool) Version 5.1, part of FSL (FMRIB’s Soft-

ware Library, http://www.fmrib.ox.ac.uk/fsl). After motion

correction, images were smoothed using a 5 mm Gaussian

FWHM algorithm in three dimensions, and temporally

high-pass filtered with a cutoff period of 75 s. The BOLD

response was modeled using a separate explanatory vari-

able (EV) for each of the six stimulus types. For each

stimulus type, the presentation design was convolved with

a gamma function to produce an expected BOLD response.

The temporal derivative of this timecourse was also in-

cluded in the model for each EV. Data were then fitted to

the model using FSL’s implementation of the general linear

model.

Each subject’s statistical data was then warped into a

standard space based on the MNI-152 atlas. We used

FLIRT to register the functional data to the atlas space in

three stages. First, functional images were aligned with the

high-resolution co-planar T2-weighted image using a 6

degree of freedom rigid-body warping procedure. Next, the

co-planar volume was registered to the T1-weighted MP-

RAGE using a 6 degree of freedom rigid-body warp. Fi-

nally, the MP-RAGE was registered to the standard MNI

atlas with a 12 degree of freedom affine transformation.

Higher-level analysis was carried out using FLAME

(FMRIB’s Local Analysis of Mixed Effects) (Behrens et al.

2003). Z (Gaussianised T/F) statistic images were thres-

holded using clusters determined by Z > 2.3 and a (cor-

rected) cluster significance threshold of p = 0.01 (Worsley

et al. 1992; Friston et al. 1994; Forman et al. 1995).

Results

Activity associated with hearing an action sound

We performed a contrast of brain regions more activated by

the action audio clip compared with the control audio clip.

Fig. 1 Action clip (top) and

control clip (bottom)
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There were significant activations in the inferior frontal

gyrus bilaterally, the middle frontal gyrus bilaterally, and

the superior temporal gyrus bilaterally. There was also a

cluster in the superior frontal gyrus of the right hemisphere,

and on the medial wall of the right frontal lobe. Several

thalamic foci were significantly active. One focus can be

clearly identified as the medial geniculate nucleus on both

sides (see Fig. 2), in accordance with probabilistic ana-

tomical maps (Rademacher et al. 2002). The other focus is

located more anteriorly in the thalamus at (13, –10, 3) and

may be the ventrolateral nucleus, a thalamic motor nucleus.

A similar activation (11, –12, 10) was found by Bestmann

et al. (2004) during repetitive transcranial magnetic stim-

ulation to the primary motor cortex. These activations are

described in Table 1, and depicted in Fig. 2.

Activity associated with seeing an action

We next performed a contrast of brain regions more acti-

vated by the action video clip compared with the control

video clip. These activations are detailed in Table 1 and

depicted in Fig. 2. Significant signal changes were found in

the occipital lobe, in the intraparietal region, in the pre-

central gyrus, and in the inferior frontal gyrus, as well as

subcortical activations in the lateral geniculate nucleus.

Activity associated with hearing and seeing and action

simultaneously

This contrast compared the activity during the audiovisual

action clip to activity during the audiovisual control clip.

There was significantly increased signal for the action

stimulus throughout the occipital lobe, in the intraparietal

region, in the postcentral gyrus bilaterally, and in the

inferior frontal gyrus extending into the middle frontal

gyrus bilaterally. These activations are detailed in Table 1

and depicted in Fig. 2.

Cross-modal interactions

To find areas activated by both vision and hearing, we

looked for voxels that were active in all three stimulation

conditions versus rest. Only one region was active in all

three contrasts, the STS bilaterally (see Fig. 3). This same

region was active for both the action and control stimuli.

We were also interested in identifying voxels which

showed more activity in the A + V condition compared

with the A and V conditions. To find this pattern, we

performed an (A + V minus A) contrast, and an (A + V

minus V) contrast for action and control stimuli separately.

We then identified voxels that reached a z score of 2.3 or

higher in both contrasts. Only one region survived this

statistical threshold for the action stimuli, in the left ventral

premotor cortex (see Figs. 4, 5). Activity in this region

seems to be present only in the A + V condition, but not in

the A condition or V condition. No voxels met these cri-

teria for the control stimuli.

Discussion

Consistent with previous work, activations throughout the

frontal and parietal sensorimotor networks were found to

be greater for the action videos and action sounds com-

pared with control stimuli. While we did not find greater

signal for action sounds in the premotor cortex, this may be

attributed to the reduced power of our small sample size.

A major aim of this study was to understand audiovisual

interactions in the processing of action-related sensory

information. We found that the posterior STS was the only

region that was activated by both sound and video alone,

and by the combination the two. The STS is involved in the

perception of biological motion (Grossman et al. 2000;

Jellema and Perrett 2003; Puce and Perrett 2003; Saygin

et al. 2004; Vaina et al. 2001), and may participate in the

process of matching the visual properties of observed ac-

tions onto the self (Iacoboni et al. 2007). This region has

long been known to receive inputs from multiple senses in

monkey (Hikosaka et al. 1988; Seltzer and Pandya 1989,

1994) and recent data have confirmed that STS neurons in

the monkey are involved in cross-sensory integration for

action stimuli (Barraclough et al. 2005). There is mounting

evidence that STS also serves a multisensory integration

function in humans. This has been investigated extensively

in the domain of speech perception, where STS has been

found to respond more when speech sounds are congruent

with lip movements than when they are incongruent (Cal-

vert et al. 2000; Macaluso et al. 2004), and more generally

to the combination of hearing and seeing speech together

(Wright et al. 2003). Recently, Beauchamp et al. (2004)

investigated the audiovisual properties of STS using fMRI.

Using videos and sounds of tool use, they found patches of

the STS that responded exclusively to sound or vision, and

some patches that responded to both. Both the Pizzamiglio

et al. (2005) study and the Gazzola et al. (2006) study

found activations in the STS to be greater for action sounds

compared with non-action sounds.

In addition to its sensory properties, the STS may also

be modulated by motor control. Gazzola et al. (2006) found

STS (and the nearby middle temporal gyrus) to be activated

during execution as well as observation of action sounds.

Iacoboni et al. (2001) found that the posterior STS was

activated not only during action observation, but also

during action execution, and even more so during imita-

tion. This pattern of activity suggests that the STS may be

receiving reafferent motor signals. A ‘‘forward model’’ is
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an internal simulation in which the sensory consequences

of an action are predicted (Iacoboni et al. 2007; Iacoboni

et al. 2001). The posterior STS may be the site at which the

predicted sensory consequences of an action are matched

with the observed action. Our present data suggest that the

STS is capable of recognizing the sensory consequences of

an action in both the visual and auditory domains, and thus

may be involved in multimodal forward modeling.

Interestingly, in our study STS was activated not only by

the paper tearing video, which involves the kind of hand-

object interaction which easily activates STS cells in

monkeys, but also by the control stimulus, which was an

abstract shape moving rhythmically. This suggests that the

activity of the STS, and its responsiveness to hearing and

sound is not limited to purely biological stimuli. Consistent

with this notion, Calvert et al. (2001) have shown cross-

modal responses in STS to non-biological visual and

auditory patterns. It may also be that the apparently self-

propelled motion of the square in the control stimulus may

have evoked the perception of animacy, a property which

Table 1 Areas more active for action stimuli compared with control stimuli

MNI coordinates Anatomical location Brodmann’s area Z score

X Y Z

Condition A: Action sounds minus control sounds

–50 38 0 Left inferior frontal gyrus 45 3.75

52 36 –8 Right inferior frontal gyrus 45 3.83

–40 34 10 Left middle frontal gyrus 46 3.71

54 42 16 Right middle frontal gyrus 46 3.19

16 62 24 Right superior frontal gyrus 10 3.46

2 48 36 Right medial frontal gyrus 9 3.50

–44 –16 6 Left superior temporal gyrus 22, 41 4.79

52 –28 8 Right superior temporal gyrus 22, 41 5.21

–14 –25 0 Left medial geniculate, thalamus 3.70

16 –24 –4 Right medial geniculate, thalamus 3.40

13 –10 3 Right ventral lateral nucleus, thalamus

Condition V: Action video minus control video

48 –72 0 Right middle occipital gyrus 18, 19 7.24

8 –86 0 Midline cuneus 17, 18 6.82

34 –54 66 Right intraparietal sulcus 7 6.77

–32 –54 62 Left intraparietal sulcus 7 7.33

–26 –12 58 Left precentral gyrus 6 4.97

44 –8 58 Right precentral gyrus 6 4.58

64 8 24 Right inferior frontal gyrus 9 4.62

–60 4 32 Left inferior frontal gyrus 9 4.88

–60 –18 26 Left postcentral gyrus 3 5.76

72 –20 20 Right postcentral gyrus 3 4.34

22 –28 0 Right lateral geniculate nucleus 4.09

–18 –28 –2 Left lateral geniculate, thalamus 3.49

Condition A + V: AV action minus AV control

54 –68 –2 Right middle occipital gyrus 19 7.03

–48 –80 0 Left middle occipital gyrus 29 6.52

0 –84 8 Midline cuneus 17, 18 6.59

–38 –46 64 Left intraparietal sulcus 7 6.34

40 –46 66 Right intraparietal sulcus 7 6.14

–66 –18 32 Left postcentral gyrus 3 4.86

70 –28 32 Right postcentral gyrus 3 3.96

64 10 28 Right inferior/middle frontal gyrus 46 5.00

–66 0 28 Left inferior/middle frontal gyrus 46 4.09
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Fig. 3 The posterior superior

temporal sulcus was active in A,

V, and A + V conditions for

action stimuli (top) and control

stimuli (bottom). The graphs
show the average timecourses

for a window of time

surrounding each event of

interest, linearly interpolated to

1 s resolution

Fig. 2 Brain regions

significantly more active for

action stimuli compared with

control stimuli for the three

conditions, A, V, and A + V. a
Shows action sounds compared

with control sounds, b shows

action video compared with

control video, and c shows

simultaneous sound and video

for action compared with

control stimuli
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has been associated with STS activity (Blakemore et al.

2003). Recent imaging studies have found activation in

STS when subjects watch abstract geometric shapes when

those shapes are perceived as acting intentionally (Castelli

et al. 2000; Schultz et al. 2003).

While STS seemed to be involved in sensory integration

in both our action and non-action stimuli, we found a small

region in the ventral premotor cortex with a response pat-

tern suggesting a role in cross-modal integration that is

specific to actions. This region was more active for the

A + V action video than it was for either modality alone,

and it was not activated by any of the control stimuli.

While we attempted to match our control and action

stimuli, our claim that this pattern reflects action-related

processing should be tempered by the fact that we had only

one kind of action and control stimulus in this experiment.

Particularly in the auditory domain, the control stimulus

may differ from the action stimulus in meaningful ways.

This spot lies at (–64, 0, 18) on the inferior part of the left

precentral gyrus. According to probabilistic cytoarchitec-

tonic maps (Amunts et al. 1999; Geyer 2004; Geyer et al.

1999, 2000b), this putative multimodal integration site is

situated posterior to area 44, inferior to area 6, lateral to

area 3a, and anterior to area 3b (see Fig. 5). The location of

this region at the border of several cytoarchitectonically

distinct patches of cortex may relate to its role in cross-

sensory integration. Rademacher et al. (2001) have sug-

gested that cytoarchitectonic ‘‘border zones’’ are places

where integration takes place because they can draw on

processing from both regions. Our data suggest that this

region of ventral premotor cortex may be such an area that

integrates sensory information about meaningful actions.

However, rather than lying at the junction of areas 44, 6, 3a

and 3b, this sensory integration activation may lie in a yet-

to-be-defined region which is found between these three

areas. According to the probabilistic cytoarchitectonic

maps, the activation found here has approximately 10%

probability of falling within either areas 44, 6, 3a, or 3b

(see Fig. 5). We speculate that a small cytoarchitectoni-

cally distinct patch of cortex may lie in the ventral part of

the precentral gyrus between these areas. Anatomical

mapping of this critical region is indeed undergoing (K.

Amunts, personal communication). Such a region would be

in a position to integrate processing from the surrounding

cortex.

While it may seem unusual that this region shows

activation for the conjunction of audio and visual stimuli

but not for either modality alone, this pattern of activity has

been found in the monkey brain and elsewhere in the hu-

man nervous system. Meredith and Stein (1986) studied

Fig. 4 The ventral premotor

cortex was more active in the

A + V condition compared with

both A and V conditions for

action stimuli (top). It was not

activated by control stimuli

(bottom). The center of this

cluster is at (–64, 0, 18). The

graphs show the average

timecourses for a window of

time surrounding each event of

interest, interpolated to 1 s

resolution
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multimodal interactions in the superior colliculus of the

cat. They found that many neurons showed a little to no

response to an auditory or visual stimulation on its own, but

a large response when both were presented together. In

fact, there was an inverse relationship between the size of

the multimodal facilitation effect and the degree to which a

neuron was stimulated by each modality alone. This kind

of processing may serve to enhance recognition when

perception by each modality on its own is insufficient to

elicit the activity necessary for recognition.

A secondary aim of this study was to understand how

the brain recognizes actions by sound alone. Listening to

the sound of paper tearing (A) produced significantly

greater signal changes in several prefrontal clusters com-

pared with listening to the control sound. These activations

were bilateral, and included a cluster in the pars triangu-

laris of the inferior frontal gyrus extending dorsally into the

medial frontal gyrus. The ventrolateral prefrontal cortex

(particularly areas 45 and 12) is known to show responses

to auditory stimuli and is anatomically connected with

auditory cortex (Hackett et al. 1999; Romanski et al.

1999a, b; Romanski and Goldman-Rakic 2002). However,

this location probably does not correspond to area F5

where the audiovisual mirror neurons were found. The

human analog to area F5 is considered to be the pars op-

ercularis of the inferior frontal gyrus (area 44) (Geyer et al.

2000a; Rizzolatti and Arbib 1998) which is more ventral

and posterior compared with this activation. Visual action

observation does activate the pars triangularis (area 45), but

this activation too tends to be more posterior than what we

are observing here with action sounds. A recent meta-

analysis of 58 subjects observing hand actions (Molnar-

Szakacs et al. 2005) found a peak in pars triangularis at (50,

26, 4) about a centimeter posterior to the peak of the

activation found here with action sounds (52, 36, –8).

The anterior IFG, activated here more by an action

sound than a non-action sound, is known to be associated

with semantic processing in language tasks (see Bookhei-

mer 2002 for review), and may be more generally involved

in associating sounds with their meanings. Recent neuroi-

maging studies have found this region activated when

subjects listen to environmental sounds (Adams and Janata

2002; Engelien et al. 1995; Maeder et al. 2001; Zatorre

et al. 2004). For example, Adams and Janata (2002) found

a similar activation to ours when subjects were required to

recognize objects based on the sounds they make. Based on

this, they argue that the inferior frontal gyrus plays a role in

associating sounds with their conceptual semantic repre-

sentations. Our data suggest that this is true not only for

objects, but for actions as well. Subjects in the present

study were under instructions to simply listen to the

sounds, and so these activations are probably related to the

passive recognition of the meaning of the paper tearing

sound.

Fig. 5 The activation in ventral

premotor cortex (blue) lies

ventral to BA6, posterior to

BA44, lateral to BA3a and

anterior to BA3b.

Cytoarchitectural probability

maps are from Amunts et al.

(1999), Geyer (2004), Geyer

et al. (1999, 2000a)
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Signal changes related to seeing an action (V) were

consistent with previous data showing activation of motor

control networks during action observation. There were

greater activations in the intraparietal region, premotor

cortex, inferior frontal cortex, and secondary somatosen-

sory cortex during action observation compared with

watching the non-action control. The inferior frontal acti-

vation was located in the dorsal part of the pars opercularis

(area 44). Molnar-Szakacs et al. (2005) argue that this

dorsal sector of the pars opercularis represents the true

‘‘mirror’’ region of the human motor system, as it is active

during both observation but even more so during imitation

of motor tasks. We found a similar activation of mirror

networks activated in the multimodal (A + V) action video

compared with the multimodal control video. The anterior/

dorsal prefrontal activation found in the audio only con-

dition (A) was not seen in this analysis. This suggests that

the visual modality dominates processing when both

auditory and visual information are present.

In summary, our data confirm previous reports that the

STS is involved in cross-sensory processing, and show that

its involvement extends to action-related stimuli. We also

show that a cytoarchitectonically undefined region of the

ventral premotor cortex responds specifically to the con-

junction of visual and auditory action-related stimuli.

Neurons which respond to the combination of sight and

sound are interesting because they may produce a repre-

sentation of the action that is modality-independent. The

left-lateralization of this region is consistent with data

showing left lateralization of action sound representations

(Aziz-Zadeh et al. 2004) and with the hypothesis that

multimodality in action perception is an important pre-

cursor of language. The hypothesis that sensorimotor rep-

resentations are crucial to language is strengthened by

recent data showing a correspondence between the so-

matotopic activations of the premotor cortex and the

semantic content of a sentence which refers to the body.

Aziz-Zadeh et al. (2006) showed that hearing sentences

which involve a body part activate the same regions in

premotor cortex that are activated by the observation of

actions performed with that same effector. We suggest that

this region in the ventral premotor cortex may contribute to

conceptual representations of actions that abstract across

both agency (self and other) and sensory modality (hearing

and seeing) (Kaplan and Iacoboni 2005).
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